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Complex Applications

- Complex structure and increasing size
- Heterogeneous composition of distributed and interacting components
- Highly dynamic deployment contexts
- Tedious management tasks

- **Self-Reconfiguring**
  Adapting itself to changing environments “on the fly”.

- **Self-Optimizing**
  Optimizing system performance and resource utilization.

- **Self-Healing**
  Discovering, diagnosing and acting for disruption prevention.

- **Self-Protecting**
  Identifying and anticipating unauthorized accesses to protect from attacks.
CONTRIBUTION OBJECTIVES

1. Enhance traditional ACS with sophisticated learning behavior

2. Render self-adaptive the decision making for component-based applications

3. Optimization of learning performance

4. Make autonomic loops collaborate for a consistent decision making in the overall system
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Structure of the Autonomic Container
Main goal:
Find the optimal decision policy that maximizes the long-run sum of reward signals.

Markov Decision Process (MDP):
- $S$: finite set of states,
- $A$: finite set of actions,
- $P()$: transition probability between states
- $R()$: reward function on state transitions
Structure of the Analysis component
State Space: \( S = \{ s_i \mid s_i = (v_{m_{1i}}, v_{m_{2i}}, \ldots, v_{m_{ji}}) \} \)

- \( v_{m_{ji}} \): runtime value of metric \( m_j \) of \( s_i \)
- \( s_i \): should comply with \( O = \{ o_{m_1}, o_{m_2}, \ldots, o_{m_j} \} \)
- \( o_{m_j} \): objective value for metric \( m_j \)

Action Space: \( A = \{ A_{el} \cup A_{comp} \cup A_{BPM} \} \)

- \( A_{el} \): elementary management service
- \( A_{comp} \): composition of local and/or remote \( A_{el} \)
- \( A_{BPM} \): orchestration of local and/or remote \( A_{el} \)
Reward Function

\textbf{Algorithm 1. Reward Function}

1: Input: $s_t, s'_t$
2: for all metrics values $v'_{m1t}, v'_{m2t}, \ldots, v'_{mjt}$ do
3: \hspace{1em} $r_{v'_{mklt}} = \begin{cases} 0 & \text{if } v'_{mklt} = o_{mk} \text{ (border)} \\
\frac{d_{v'_{mklt}, o_{mk}}}{d_{v_{mklt}, o_{mk}}} & \text{if } v'_{mklt} \text{ satisfies } o_{mk} \text{ (good or best)} \\
-d_{v'_{mklt}, o_{mk}} & \text{otherwise (bad or worst)} \end{cases}$
4: end for
5: $C_{s'_t} \leftarrow \text{ComplianceDegree}(\min\{r_{v'_{m1t}}, r_{v'_{m2t}}, \ldots, r_{v'_{mjt}}\})$
6: $r_{s'_t} \leftarrow \text{ComputeReward}(C_{s'_t})$
7: do loop in Step 2 for metrics values $v_{m1t}, v_{m2t}, \ldots, v_{mjt}$
8: $C_{s_t} \leftarrow \text{ComplianceDegree}(\min\{r_{v_{m1t}}, r_{v_{m2t}}, \ldots, r_{v_{mjt}}\})$
9: $r_{(s_t \rightarrow s'_t)} \leftarrow \text{CompareStates}(C_{s_t}, C_{s'_t})$
10: $r_t \leftarrow r_{s'_t} + r_{(s_t \rightarrow s'_t)}$
11: assign $r_t$ to couple $(s_t, a_t)$
12: Output: $r_t$
Online RL decision making

Algorithm 2. Learning Decision Process

1: **Input:** \( A, O, ECA, \alpha_0, \gamma, \epsilon, \lambda, \epsilon_z, \xi \)
2: **Initialize** \( Q_0 \leftarrow \text{Parse}(ECA) \)
3: \( z_0(s, a) \leftarrow 0, \forall (s, a) \)
4: \( \alpha_0(s, a) \leftarrow \alpha_0, \forall (s, a) \)
5: \( t \leftarrow 0 \)
6: Repeat:
7: \( s_t \leftarrow \text{MonitorCurrentState} \)
8: \( a_t \leftarrow \text{ChooseAction}(s_t) \)
9: \( \text{ApplyAction}(a_t) \)
10: \( s'_t \leftarrow \text{MonitorCurrentState} \)
11: \( r_t \leftarrow \text{RewardFunction}(s_t, s'_t) \)
12: \( \delta_t(s_t, a_t) = r_t + \gamma \max_b Q_t(s'_t, b) - Q_t(s_t, a_t) \)
13: \( z_t(s_t, a_t) = z_t(s_t, a_t) + 1 \)
14: Update \( Q_t(s, a) \) and \( z_t(s, a) \):
15: \( (S, A)_{\text{transition}} \leftarrow (S, A)_{\text{transition}} \cup \{(s_t, a_t)\} \setminus \{\text{argmin}_{(s, a)} z(s, a)\} \)
16: for all \((s, a) \in (S, A)_{\text{transition}}\) do
17: \( Q_{t+1}(s, a) \leftarrow Q_t(s, a) + \alpha_t(s, a)z_t(s, a)\delta_t(s_t, a_t) \)
18: \( z_{t+1}(s, a) = \gamma \lambda z_t(s, a) \)
19: end for
20: \( \alpha_t \leftarrow \text{Decay}(\alpha_t) \)
21: \( s_t \leftarrow s'_t \)
22: \( t++ \)
23: Until: All \( \alpha \delta \leq \xi \)
24: Return All \( Q(s, a) \) and Retrieve \( \pi^* \)
**Metrics objective values:**
- \( v'_{\text{avai}} = \text{true}, 90\% \) of time
- \( v'_{\text{resp}} \leq 1200 \text{ ms} \)
- \( v'_{\text{calls}} \leq 10 \)

**State vector:**
\[ (v_{\text{avai}}, v_{\text{resp}}, v_{\text{calls}}) \]
Evaluation criterion of the Framework

- Transformation overhead of the application
- Self-adaptivity to context changes,
- SLA guarantee,
- Performance optimization of learning phase

Context dynamics:

- Workload (i.e., concurrent service calls) variations:
  - Light, Medium, Heavy
- Random triggering of service unavailability

Experiments:

- One-step online learning
- Multi-step online learning
Transformation overhead of the application
Self-adaptivity to context changes

- Service Availability
- Average Response Time (ms)
- Number of Service Calls
- Reward Signal

EVALUATION
SLA guarantee and Performance optimization
Convergence speed: one-step vs. multi-step online learning
CONCLUSION AND WORK IN PROGRESS
CONCLUSION

► Improve the decision making process of a traditional MAPE-K loop

► Replace the common use of inflexible hand-coded strategies for being knowledge-intensive and inadequate to dynamically changing contexts

► Design of sophisticated and better performing autonomic systems that learn based on their past experiences

► Dynamically compute a decision policy that suits the context dynamics
► Developing collaboration algorithms to make remote autonomic containers collaborate

► Make Analyzes components collaborate for a global consistent learning of decision policies

► Propose mechanisms of conflict detection and conflict resolution for the Analyzes decisions.
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